Introduction
Essential items to qualify a situation as a game:
· Group: There is more than one decision-maker
· Interaction: What an individual decision-maker does directly affects at least one other member of the group.

· Strategic: Decision-makers account for these interdependencies in their decisions about which action they take.

· Rational: People behave rationally. They have something as their goal and they do their best to go there.
Normal form games (strategic form)
· Define a game: simultaneous decisions
· Who: Involved players
· When: Sequentially, simultaneously 

· What: Strategic options

· How much: The payoff-functions or payoff-matrix

( We assume that the rules of the game are common knowledge.


( known payoff functions: complete information


( knows history of the game so far: perfect information

( Normal form = Payoff-matrix of the game.

· Price Competition
· Define the demand function
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· Define the supplier’s side
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· Define the game: Who, when, what, how much

· Payoffs => Gain ( = Benefits x·p – Costs x·c
· Find the Best-reply-function and the NE
	Max Payoff
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	Best replies
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	NE
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	Strategy
	Complete plan of actions.

It specifies a feasible action for the player in every contingency in which the player might be called on to act.



	Dominant strategy
	A strategy s*i ( Si is called a dominant strategy for player I if player I does strictly better applying this strategy than any other strategy available to him, regardless of which strategy is chosen by the other players.
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( equilibrium in dominant strategies, dominant solvable


	Dominated strategy
	A strategy s’i weakly dominates strategy s’’i (w-d-strategy) if it does at least as well as s’’i  against every strategy of the other players, and against some it does strictly better, i. e.
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	Best response
	A strategy s*i is a best response to a strategy vector s*-i of the other players if
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	Prisoner’s dilemma
	Gap between individual options and collective rationality. In such a game, it is not possible to commit cooperative behaviour which would gain the higher payoff from a social perspective.

	Nash Equilibrium
	A Nash Equilibrium is a circle of conjectures and their best replies. That means: Chose the best reply and no one wants to change his behaviour.

Attention: By eliminating weakly dominated strategies we can lose Nash Equilibriums. Vice versa, this means that a Nash Equilibrium could imply playing a weakly dominated strategy.

A strategy vector s* = (s*1, s*2, …, s*n) is a ( Nash Equilibrium if
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	Mixed strategies
	Suppose player i has m pure strategies, s1i, s2i, … , smi. A mixed strategy for player i is a probability distribution over his pure strategies; it is a probability vector q’ = (q1, q2, … , qm) with qj ( 0 for all j = 1, … , m and (qj = 1. Let Qi be the strategy space of all mixed strategies available for player i.

A mixed strategy q’i ( Qi is a best response for player i to q-i ( Qi if
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“Payoffs of all pure strategies that are part of the best-response mixed strategy have to be equal to each other as well as to the mixed strategy.”

A combination of strategies q* = (q*1, q*2, … , q*n) is called an equilibrium in mixed strategies if for all players i, i = 1, …, n, q*i is a best response; or
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Mixed strategies may dominate a pure strategy that is not dominated by any other pure strategy. Worst-case payoff of a mixed strategy is better than the worst-case payoff of any pure strategy.


Extensive-form games (game trees, dynamic games)

· game tree: sequential decisions: Who has the first move?
Strategy has to specify an action for every information set of the game.
· Subgames: A subgame in an extensive-form game

· begins at a decision node k that is a singleton information set, but is not the game’s first decision node.

· includes all the decisions and terminal nodes following k in the game tree, but no nodes that do not follow k.

· does not cut any information set.
· Comparing our solution concepts so far.

· (, (: Same idea and same outcome

· (, (: Backward induction does not distinguish between dominated and w-d-strategies. So, with backward induction, we may loose NE that include w-d-strategies. 
Reason: Such NE involves an incredible threat.

· Subgame-perfect equilibria: Using the NE prediction in backward induction: A NE is subgame perfect if the players’ strategies constitute a NE in every game. (stronger than single NE)
( S-p-E or not? Find subgame(s) where you want to deviate.
( definition according to Selten (1965)

	Information sets
	An information set is a collection of nodes at which (a) the same player chooses, and (b) the player choosing does not know which particular node represents the actual choice node.


· Solve an extensive-form game

· Draw the game tree of the game

· Solve for the subgame-perfect equilibrium of the game
( Backward induction; True voting?
· How many pure strategies for each player?
Count the number of actions possible at each information set of the player.

· Draw the payoff-matrix and find the pure-strategy NE

Repeated games of complete information
· finitely  repeated games: see Result 3 ( chain-store paradox) 
· Stage Game: Same game is repeated identically for several times. (and has a final period)
· Repeated Game: Whole game structure as a special case of a multistage game where all stages are identical.
· infinitely repeated games (= supergames): 
Discount factor ( = 1 / (1 + R) as a measurement of impatience. 
	Present value
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	Trigger strategies
	List of all possible strategies which can be chosen at a decision node.

In this case, it is always possible to change the strategy. A credible threat or promise describe such a possibility (kind of punishment). Basic question: Is it worth to keep strategy A instead of deviating and playing strategy B? To answer this question, compare the payoffs like it is mentioned in the Folk Theorem (Nr. 4). 
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Bayesian Games: Games of incomplete information
	Bayesian NE
	Is a combination of type dependent strategies, (s*1(t1), s*2(t2), …, s*n(tn)) such that every player i maximizes his expected utility by playing this strategy s*i(ti), given his type, the type dependent strategies of the other players and the probability distribution of types; for all ti,
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· At least one player is uncertain about the other player’s payoff function. (imperfect/incomplete information)
· Solution: Harsanyi Transformation
· Transforms the problem of incomplete information into one of imperfect information.
· Idea: Introduce an additional player nature

· Nature moves first and assigns a realization of the uncertain parameter of the payoff function to each player

· The realization of the uncertain parameter is usually called the player’s type.

· Assignment of types is bound to a probability distribution that is common knowledge across all players.
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Perfect rational home economicus?
· trembling-hand perfect equilibrium: Players intent to be rational, but in some cases they simply do make mistakes and pick the wrong action. 
· Concepts

· homo reciprocans (reciprocity): Behaves like homo economicus in market situations in which punishing and rearding are impossible or extremely costly. 
( When already cooperating, then increasing level.
( When deviating, then retaliating even at a cost to himself.

· homo equalis (fairness): He does not only care about his own payoff, but also how this payoff compares with other payoffs to other players. (fairly behaviour)

· altruism 

· Five defences

· Assuming irrational behaviour allows for arbitrary results.

· If we want to offer advice, rationality must be reference point.

· Players can make mistakes (Refinement: Trembling hand equilibrium)

· Rational behaviour can look very different: Gambling it not much to lose and the costs of finding optimal strategies are high. People are able to do backward induction without knowing game theory if decision has fundamental consequences.

· Did we specify preferences correctly?

( home economicus, homo reciprocans, homo equalis

Evolutionary game theory

· evolutionary stable strategies: A strategy is evolutionary stable if a whole population using that strategy cannot be invaded by a small group with mutant genotype. (describes dynamic systems)
· repeated random pairing of players who play strategies based on their genomes, but not on the previous history of play.
Rules and key words 

	Result 1
	Never use a strictly dominated strategy.

	Result 2
	Fundamental Lemma: A mixed strategy q*i is a best response to q-i if all pure strategies si ( Si with qi(si) > 0 are a best response to q-i. (If a mixed strategy is a best response, then you have to be indifferent [same payoffs] between all pure strategies that are included in your mixed strategy.)

	Result 3
	If the stage game has a unique subgame-perfect NE, then, for any finite number of periods T, the T-times repeated game has a unique subgame-perfect outcome: The NE of the stage game is played in every stage.
Backward induction: If perfect information and finite number of nodes then the solution is unique. 

	Dominance solvable
	Problem is solvable by ( iterating elimination of strictly dominated strategies

	Theorem 1
	Any normal-form game with a finite number of players, all having a finite number of pure strategies, has at least one NE, possible including mixed strategies. (Nash 1950)

	Theorem 2
	Normal-form games with finite numbers of players, each having a finite number of pure strategies, almost certainly have an uneven number of equilibria. (Wilson 1971)

	Theorem 3
	Every game of perfect information with a finite number of nodes has a solution to ( backward induction. Indeed, if for every player it is the case that no two payoffs are the same, this is unique. (Kuhn’s Theorem)

	Theorem 4
	Let the stage game have a NE s*. Then, for every other strategy s’ ( S with Ui(s’) ( Ui(s*), i = 1, …, n there exists a critical level ( (0;1] such that the infinitely repeated stage game has a subgame-perfect equilibrium that yields average discounted total profits which belong to s’ if ( ( (. (Folk Theorem)
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